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Abstract

We derive an existence result for the system that describes two-phase two-component
flow in porous media written in fully equivalent global pressure formulation. Herein we
present the usage of a global pressure introduced in [2], an artificial variable that allows us
to decouple original equations. By rewriting equations in the terms of that new variable, we
derive an existence result for weak solutions in more tractable way compared to [19].

1 Introduction
Problems of multiphase multicomponent flow in porous media appear in many applications, as
in petroleum engineering, nuclear waste storage, CO2 sequestration and many others. For ex-
ample, in nuclear waste management one often meets flow of two phases, liquid and gas, that
are composed of two components, water and pure hydrogen H2. In that application it is of great
importance to know the pressure of the gas phase in a host rock, to avoid overpressurization.

Multiphase multicomponent flow in porous media is usually modeled by a system of nonlin-
ear partial differential equations that represent mass conservation of each component, combined
with initial and boundary conditions. These equations are strongly coupled, and in obtaining
the solution of such a system numerical simulations play a special role. In order to obtain the
numerical solution and show the convergence of numerical methods, it is important to establish
the existence of the solutions. Important issue in solving a system is the choice of the primary
variables. In multiphase multicomponent flow this is a challenge, and variables must be chosen
carefully, see [12], [7].

Previous results on the existence of weak solutions for two-phase two-component flow have
been derived in [14], [15] and [19]. In these papers they used a concept of global pressure as
introduced in [16] originally for the incompressible case.

The goal of this paper is to establish the existence of weak solutions for two-phase two-
component flow in porous medium in a global pressure formulation that was introduced in [2] and
further studied in [6], [7], [3], [4], and which is fully equivalent to the original phase equations
formulation. Compared to results of [14], [15], [19], this new formulation allows us to avoid
additional regularizations, which makes our proof less technical. We consider a system with
diffusivity terms in both component equations. In our work we pose assumptions on data similar
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to those in [19], which are more realistic than the assumptions of [14], [15]. In particular, we
cover more general case of Henry law and ideal gas law since we do not assume strict positivity
of the gass density. In this general case, the degeneracy caused by possible vanishing of the
gas pressure combined with the degeneracy due to the saturation complicates the analysis of the
system.

The rest of the paper is organized as follows. In next section we describe the mathematical
and physical model used in this study and formulate the assumptions on data. Then in Section 3
we present the main result of the paper on the existence of weak solutions of the problem. In
Section 4 we discretize the problem with respect to time by using a small parameter δ t, introduce
another regularization with respect to a small parameter ε and formulate the existence result
for the discretized and non-degenerate system. The proof is carried out by using a fixed point
theorem and establishing uniform estimates with respect to ε . Finally, in Section 5 uniform
estimates with respect to δ t are derived and the limit as δ t tends to zero is performed. This
completes the proof of our main result.

2 Mathematical model
We consider a porous medium filled with a fluid composed of 2 phases, liquid and gas, and we
consider the fluid as a mixture of two components: a liquid component which does not evaporate
and a low-soluble component (such as hydrogen) which is present mostly in the gas phase. The
porous medium is assumed to be rigid and in a thermal equilibrium, while the liquid component
is assumed incompressible.

The liquid phase will be denoted by index l and the gas phase by g. For each phase σ ∈ {l,g}
the phase pressures pσ , the phase saturations Sσ , the phase mass densities ρσ and the phase
volumetric fluxes qσ are defined. The phase volumetric fluxes are given by the Darcy-Muskat
law (see for instance [9]) as

ql =−λlK(x)(∇pl−ρlg) ,
qg =−λgK(x)(∇pg−ρgg) ,

(1)

where K(x) is the absolute permeability tensor, λσ is the σ−phase relative mobility function,
and g is the gravity acceleration. The porous medium is saturated by the two phases: the phase
saturations satisfy

Sl +Sg = 1. (2)

The phase pressures are related through a given capillary pressure law (see [10, 22])

pc(Sg) = pg− pl. (3)

From definition (3) we note that pc is a strictly decreasing function of liquid saturation, p′c(Sl)<
0. We will take that pc(Sl = 1) = P0.

In this work the phase mobilities will be considered to depend on capillary pressure, not on
saturation. Therefore it is valid λg(P0) = 0 which corresponds to the situation λg(Sg = 0) = 0 if
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we consider the gas mobility as a function of the saturation. In this work we will not consider
the case of Sl = 0.

As it was said before, in the gas phase we neglect the liquid component vaporization and the
gas mass density depends only on the gas pressure:

ρg = ρ̂g(pg), (4)

where in the case of the ideal gas law we have ρ̂g(pg) =Cv pg with Cv = Mh/(RT ), where Mh is
molar mass of the gas component, T is the temperature and R the universal gas constant.

The liquid component will be denoted by upper index w (suggesting water) and the low-
soluble gas component will be denoted by upper index h (suggesting hydrogen). In order to
describe the quantity of the gas component dissolved in the liquid we introduce mass concentra-
tion ρh

l which gives the mass of dissolved gas component in the volume of the liquid mixture. To
simplify notation we will denote ρh

l by u. The assumption of thermodynamic equilibrium leads
to functional dependence:

u = û(pg), (5)

if the gas phase is present. In the absence of the gas phase u must be considered as an independent
variable. The function û can be taken as a linear function u =Ch pg if the Henry law is applicable,
where Ch = HMh and H is the Henry law constant. We suppose that the function pg 7→ û(pg) is
defined and invertible on [0,∞) and therefore we can express the gas pressure as a function of û,

pg = p̂g(u), (6)

where p̂g is the inverse of û. Since relation (6) define the gas pressure even in the case when the
gas phase is nonexistent we call this variable the gas pseudo-pressure. Using the relation (6) we
can consider gas pseudo-pressure as persistent variable, also in the case when Sl = 1.

For liquid density, due to hypothesis of small solubility and liquid incompressibility we may
assume constant liquid component mass concentration, i.e.:

ρ
w
l = ρ

std
l , (7)

where ρstd
l is the standard liquid component mass density (a constant). The liquid mass density

is then: ρl = ρstd
l +u.

Finally, the mass conservation for each component leads to the following differential equa-
tions:

ρ
std
l Φ

∂Sl

∂ t
+div

(
ρ

std
l ql + jw

l

)
= F w, (8)

Φ
∂

∂ t
(uSl +ρgSg)+div

(
uql +ρgqg + jh

l

)
= F h, (9)

where the phase flow velocities, ql and qg, are given by the Darcy-Muskat law (1), F k and jk
l ,

k ∈ {w,h}, are respectively the k−component source terms and the diffusive flux in the liquid
phase (see equations (10)).
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The diffusive fluxes in the liquid phase are given by the Fick law which can be expressed
through the gradient of the mass fractions Xh

l = u/ρl and Xw
l = ρw

l /ρl as in [11] and see also [10]:

jh
l =−ΦSlDρl∇Xh

l , jw
l =−ΦSlDρl∇Xw

l , (10)

where D is a molecular diffusion coefficient of dissolved gas in the liquid phase, possibly cor-
rected by the tortuosity factor of the porous medium (see [10]). Note that we have Xh

l +Xw
l = 1,

leading to jh
l + jw

l = 0.
The source terms F w and F h will be taken in the usual form:

F w = ρ
std
l FI−ρ

std
l SlFP, F h =−(uSl +ρgSg)FP, FI,FP ≥ 0, (11)

where we have supposed, for simplicity, that only wetting phase is injected, while composition
of produced fluid is not a priori known.

In the model described here the liquid phase will be always present, which means that we
will actually observe the situation when Sl > 0, since we will consider capillary pressure to
be a positive function defined on 〈0,1]. The gas phase can disappear in certain regions of the
porous domain. In these regions the system can be described by the variables pl and u, while in
the two-phase regions one can select more traditional variables Sl (or pc) and pg, for example.
Our approach will be, similarly as in [12], [19] to select pg as persistent variable. For second
persistent variable we will choose a global pressure introduced in [2], [5], [7]. In the two-phase
regions we can calculate u from relation (6) and for calculating the capillary pressure we need to
obtain the value of the liquid pressure pl(p, pg). After that we will obtain the liquid saturation
by inverting the capillary pressure, Sl = p−1

c (pg− pl). In the one phase region, therefore in the
liquid region we calculate pg from relation (6) and we set capillary pressure to pc(0) = P0 and
the liquid saturation to Sl = 1, which amounts to extending the inverse of the capillary pressure
by one for negative pressures, as described in [12].

Let us note that

ρl∇Xw
l =−

ρstd
l
ρl

∇u, ρl∇Xh
l =

ρstd
l
ρl

∇u.

Let us now rewrite the equations (8) and (9) , including expressions of Darcy velocities and
Fick’s law as well as source terms in particular forms.

Φ
∂Sl

∂ t
−div

(
λl(Sl)K(∇pl−ρlg)−ΦSl

1
ρl

D∇u
)
+SlFP = FI, (12)

Φ
∂

∂ t

(
uSl +ρgSg

)
−div(uλl(Sl)K(∇pl−ρlg)+ρgλg(Sg)K(∇pg−ρgg))

−div

(
ΦSl

ρstd
l
ρl

D∇u

)
+(uSl +ρgSg)FP = 0. (13)

For the sake of clarity let us first consider in equations (12), (13) the liquid pressure pl and the
gas pressure pg as independent variables. The mass concentration u and the gas mass density ρg

4



are calculated from the gas pressure as u = û(pg) and ρg = ρ̂g(pg). The saturation Sl is given
from the phase pressures by the capillary pressure law.

In the following section we will introduce new primary variable, the global pressure, which
will be used instead of the liquid pressure.

2.1 Global pressure formulation
Let us consider the saturated region and rewrite the equations (12)-(13) by summation, in the
following form:

Φ
∂

∂ t
(ρlSl +ρgSg)+div(ρlql +ρgqg)+(ρlSl +ρgSg)Fp = ρ

std
l FI (14)

Φ
∂

∂ t

(
uSl +ρgSg

)
−div(uλlK(∇pl−ρlg)+ρgλgK(∇pg−ρgg))

−div

(
ΦSl

ρstd
l
ρl

D∇u

)
+(uSl +ρgSg)FP = 0. (15)

We denote the total flux as the sum of the components fluxes:

Qt = ρlql +ρgqg =Qw +Qh. (16)

In the equations (14)-(15) we can consider relative permeabilities as functions of Pc instead of
the saturation, simply by relations krw(Pc) = krw(Sl(Pc)). In such a case we may always assume
dependence of the coefficients on capillary pressure instead of the saturation directly. The value
of the saturation in the time derivative term we can calculate from the relation Sl = p−1

c (Pc).
When we calculate the saturation in such a way, we can not obtain Sl = 0. Therefore, we always
have liquid phase present.

Now, we introduce the total mobility λ (pg,Pc), the fractional flow functions of the gas and
liquid phases fg(pg,Pc), fl(pg,Pc), and the mean density function ρ(pg,Pc) as follows:

λ = ρlλl(Pc)+ρgλg(Pc) (17)

fg =
ρgλg(Pc)

λ (pg,Pc)
, fl =

ρlλl(Pc)

λ (pg,Pc)
(18)

ρ =
ρ2

l λl(Pc)+ρ2
g λg(Pc)

λ (pg,Pc)
(19)

Note that fg + fl = 1.
Note, that in the regions when both phases are present total flux can be expressed as

Qt =−λK(∇pl + fg∇Pc−ρg), (20)

or

Qt =−λK(∇pg− fl∇Pc−ρg). (21)
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In order to write the total flux in a form of the Darcy-Muskat law we need to eliminate ∇Pc
from (20) and (21) in the saturated region; in the regions where Sl = 1 the total flow reduces
to the liquid flow. This can be done by introducing a new pressure variable p, called the global
pressure, and by expressing the liquid pressure as function of p: pl = p̃l(p,Pc). This function
has to satisfy (see [5])

∇ p̃l(p,Pc)+ fg∇Pc = ω̃(p,Pc)∇p, (22)

for some scalar function ω̃ . It is sufficient to solve the following Cauchy problem
∂ p̃l

∂Pc
(p,Pc) =− fg(p̃l(p,Pc)+Pc,Pc) 0 < Sl < 1

p̃l(p,P0) = p
(23)

for all values of the global pressure p (which has a role of a parameter). Note that we set
the initial condition p̃l(p,P0) = p, ((P0 = pc(Sl = 1))) in the liquid saturated media, the global
pressure equals to the pressure of the liquid phase.

Now, we need to show how to calculate the function ω̃(p,Pc). From (22) it follows that in
the saturated media (Sl 6= 1) we have

∂ p̃g

∂ p
(p,Pc) =

∂ p̃l

∂ p
(p,Pc) = ω̃(p,Pc), (24)

and therefore, the function ω̃(p,Pc) is the solution of the problem
∂ω̃

∂Pc
(p,Pc) =−∂pg fg(p̃l(p,Pc)+Pc,Pc)ω̃(p,Pc)

ω̃(p,P0) = 1.
(25)

Now, it is not difficult to see that the solution is given by

ω̃(p,Pc) = exp
(
−
∫ Pc

P0

(υg(p,c)−υl(p,c))
ρlρgλl(c)λg(c)

(ρlλl(c)+ρgλg(c))2 dc
)

(26)

where υg(p,c) =
ρ ′g(p̃l(p,c)+c)
ρg(p̃l(p,c)+c) , υl(s, p) = ρ ′l (p̃g(p,S))

ρl(p̃g(p,S)) . The function ω̃ is well defined, bounded and
strictly positive for Pc ≥ P0 and p ∈ R, and therefore the application p 7→ p̃l(p,Pc) is invertible
for all Pc ≥ P0. There exist constants ωm,ωM > 0 such that ωm ≤ ω̃(p,Pc)≤ ωM.

The total flux can be expressed as

Qt =−λK(ω̃∇p−ρg), (27)

where the coefficients λ , ω̃ and ρ are given by (17), (26) and (19). This representation uses the
global pressure in both saturated and unsaturated regions.
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Remark 1 When we consider p as a parameter we observe that ∂ p̃l
∂Pc

(p,Pc)< 0, and consequently
∂ p̃g
∂Pc

(p,Pc) > 0 for Pc > P0, therefore we can define an inverse function Pc(p, pg) (while treating
p as a parameter) as follows

Pc(p, pg) =

{
P0 pg ≤ p+P0

(p̃l)
−1
Pc
(p,Pc) pg > p+P0

(28)

Therefore in the saturated regions we can always express capillary pressure as a function of the
global pressure and the gas pressure, and this can lead us to a system with two primary unknowns
pg and p. In the region where Sl = 1, pc(0) = P0, pg represents a pseudo-pressure, artificial vari-
able from which we calculate u = ρh

l , and the global pressure becomes liquid pressure. Taking
into account that all the coefficients in equations depend on pg and global pressure through
Pc(p, pg) we can write the phase fluxes (in the case of two-phase flow) as:

Qw =−Λ
wK∇p+aK∇Pc +bwKg− jh

l (29)

Qh =−Λ
hK∇p−aK∇Pc +bhKg+ jh

l (30)

where the coefficients are given as

Λ
w = ρ

std
l λl(Pc)ω̃(p,Pc), (31)

Λ
h = (uλl(Pc)+ρgλg(Pc))ω(p,Pc), (32)

a =
ρstd

l ρgλg(Pc)λl(Pc)

λ (p,Pc)
(33)

bw = ρ
std
l ρlλl(Pc). (34)

bh = uρlλl(Pc)+ρ
2
g λg(Pc). (35)

We can take that all coefficients depend on p and pg, through Pc(p, pg), so we set ω =
ω̃(p,Pc(p, pg)). Finally we obtain the following system of equations which relies on the global
pressure variable as one unknown, and the gas pressure as another unknown:

Φ
∂

∂ t
(ρlSl +ρgSg)−div(λK(ω∇p−ρg))+(ρlSl +ρgSg)Fp = ρ

std
l FI (36)

Φ
∂

∂ t
(uSl +ρgSg)−div

(
Λ

hK∇p+aK∇Pc−bhKg
)

−div

(
Φ

Slρ
std
l

ρl
D∇u

)
+(uSl +ρgSg)Fp = 0. (37)

In order that equation (36)-(37) represent also a flow in the case when Sl = 1 (when possibly
p′c(1) is not defined) we will replace gradient of capillary pressure in the following way. We
introduce θ (as in [6]),

θ = β (Pc) =
∫ Pc

0

√
λg(s)λw(s)ds, (38)
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which is well defined since β is strictly increasing. Finally, introducing the function

A(p, pg) = ρ
std
l ρg(pg)

√
λl(Pc)λg(Pc)

λ (p,Pc)
(39)

we can rewrite the system (36), (37) as

Φ
∂

∂ t
(ρstd

l Sl)−div(Λw(p, pg)K∇p)+div(A(p, pg)K∇θ)

+div(bwKg)+div

(
Φ

Slρ
std
l

ρl
D∇u

)
+ρ

std
l SlFp = ρ

std
l FI,

(40)

Φ
∂

∂ t
(uSl +ρgSg)−div

(
Λ

h(p, pg)K∇p+A(p, pg)K∇θ −bhKg
)

−div

(
Φ

Slρ
std
l

ρl
D∇u

)
+(uSl +ρgSg)Fp = 0.

(41)

Although the form of the system (40)-(41) is written similar to [6] we can also write equiva-
lent system to avoid the usage of θ and by using only global pressure and gas pseudo pressure.
This can be done in a way that follows.

Note that in the definition of the global pressure we have imposed equality

ρlλl∇pl +ρgλg∇pg = ωλ∇p, (42)

and since ρl > 0 we can write

λl∇pl =
ωλ

ρl
∇p−

ρg

ρl
λg∇pg (43)

This equation is valid in case when Sl = 1 because we have imposed that in such case the liquid
pressure equals global pressure.

Φ
∂

∂ t
(ρstd

l Sl)−div(
ρstd

l ωλ

ρl
K∇p−

ρstd
l ρgλg

ρl
K∇pg)

+div(bwKg)+div

(
Φ

Slρ
std
l

ρl
D∇u

)
+ρ

std
l SlFp = ρ

std
l FI,

(44)

Φ
∂

∂ t
(uSl +ρgSg)−div

(
u
ρl

ωλK∇p+
ρstd

l ρgλg

ρl
K∇pg−bhKg

)

−div

(
Φ

Slρ
std
l

ρl
D∇u

)
+(uSl +ρgSg)Fp = 0.

(45)

To the system (44)-(45) we add initial and boundary coditions.

8



Boundary conditions: let Ω⊂Rd , d = 2,3, be a bounded, Lipschitz domain with its boundary
divided in two parts, ∂Ω = Γin j ∪ Γimp, where Γin j denotes the injection boundary, and Γimp
denotes the impervious one. Let ]0,T [ be the time interval of interest and QT = Ω×]0,T [. We
set

pg = 0, p = 0 on Γin j×]0,T [ (46)

Qw ·n = 0, Qh ·n = 0 (47)

where n is the outward pointing unit normal on ∂Ω .
Initial conditions are given by

pg(x,0) = p0
g(x), p(x,0) = p0(x) in Ω. (48)

2.1.1 Fundamental equality

The regularized wetting phase flux (without gravity term) can be written as:

Λ
wK∇p−AK∇θ = λl(S)ρlK∇pl, (49)

and similarly for the regularized non wetting flux:

Λ
hK∇p+AK∇θ = λg(S)ρgK∇pg. (50)

A priori estimates that will be used in the proof of Theorem 1 are based on the following equality,
which can be easily checked:

ρgλgK∇pg ·∇pg +ρlλlK∇pl ·∇pl = λω
2K∇P ·∇P+

ρgρl

λ
K∇θ ·∇θ .

We will use it to derive the following equality:

λgK∇pg ·∇pg +λlK∇pl ·∇pl =
λω2

ρl
K∇p ·∇p+

ρg

λ
K∇θ ·∇θ +

(
1−

ρg

ρl

)
λgK∇pg ·∇pg.

(51)

2.2 Main assumptions
(A.1) The porosity Φ belongs to L∞(Ω), and there exist constants, φM ≥ φm > 0, such that φm ≤

Φ(x) ≤ φM a.e. in Ω. The diffusion coefficient D belongs to L∞(Ω), and there exists a
constant D0 > 0 such that D(x)≥ D0 a.e. in Ω.

(A.2) The permeability tensor K belongs to (L∞(Ω))d×d , and there exist constants kM ≥ km > 0,
such that for almost all x ∈Ω and all ξ ∈ Rd it holds:

km|ξ |2 ≤K(x)ξ ·ξ ≤ kM|ξ |2.
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(A.3) Relative mobilities λl,λg are defined as λl(Sl) = krl(Sl)/µl and λg(Sl) = krg(Sl)/µg where
the constants µl > 0 and µg > 0 are the liquid and the gas viscosities, and krl(Sl), krg(Sl)
are the relative permeability functions, satisfying λl,λg ∈C([0,1]), λl(0) = 0 and λg(1) =
0; the function λl is a non decreasing and λg is non increasing function of Sl . Moreover,
there exist a constant λm > 0 such that for all Sl ∈ [0,1]

λm ≤ λl(Sl)+λg(Sl).

We assume also that there exists a constant al > 0 such that for all Sl ∈ [0,1]:

alS2
l ≤ λl(Sl). (52)

(A.4) The capillary pressure function, pc ∈C1((0,1]), is monotone decreasing function satisfy-
ing pc(1) = 0 and pc(Sl)> 0 for Sl ∈ (0,1) and p′c(Sl)≤−M0 < 0 for Sl ∈ (0,1] and some
constant M0 < 0. There exists a positive constant Mpc∫ 1

0
pc(s)ds = Mpc <+∞, lim

Sl→0+
Sl pc(Sl) = 0. (53)

The inverse functions p−1
c is extended as p−1

c (σ) = 1 for σ ≤ 0.

(A.5) The function û(pg) is increasing C1 function from [0,+∞) to [0,+∞) and û(0) = 0. There
exist constants umax > 0, u0 > 0 and Mg > 0 such that for all σ ≥ 0 it holds,

|û(σ)| ≤ umax, u0 ≤ û′(σ)≤Mg.

For σ ≤ 0 we extend û(σ) as a smooth, suficiently small, bounded function having global
C1 regularity. The main low solubility assumption is that the constant Mg is sufficiently
small.

(A.6) Function ρ̂g(pg) is a C1 non decreasing function on [0,∞), and there exist constants ρM > 0
and mg > 0 such that for all pg ≥ 0 it holds

0≤ ρ̂g(pg)≤ ρM, mg pg ≤ ρ̂g(pg), ρ̂g(0) = 0,
∫ 1

0

dσ

ρ̂g(σ)
< ∞.

For σ ≤ 0 we set ρ̂g(σ) = 0 for all σ ≤ 0.

There exists a constant λ∗ > 0, such that λ∗ ≤ λ := ρlλl +ρgλg.

(A.7) FI,FP ∈ L2(QT ) and FI,FP, p0
g ≥ 0 a.e. in QT .

(A.8) There exist C > 0 and τ ∈ (0,1) such that for all S1,S2 ∈ [0,1]

C
∣∣∣∣∫ S2

S1

√
λl(s)λg(s))ds

∣∣∣∣τ ≥ |S1−S2|. (54)
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Remark 2 The function û(pg) from (A.5) has a physical meaning only for non negative values
of the pseudo pressure pg. Regularizations applied in Section 4.1 destroy minimum principle
that enforces pg ≥ 0 and therefore we need to extend û(pg) for negative values of pg as a smooth
function. This extension is arbitrary and we take it sufficiently small, such that

0 < ρ
std
l −umin ≤ ρl = ρ

std
l + û(pg)≤ ρ

std
l +umax,

for some constant 0 < umin < ρstd
l and umin ≤ umax. We also suppose umin ≤ ρstd

l (1−1/
√

2).

3 Existence theorem
Let us recall that the primary variables are p and pg. The secondary variables are the functions
u, ρg, Sl and Sg and pl , defined as u = û(pg), ρg = ρ̂g(pg), Pc = Pc(p, pg) defined by (28),
Sl = p−1

c (Pc) and Sg = 1− Sl , pl = pg− Pc. By (A.5) and (A.6) the functions u and ρg are
bounded and for Sl , due to (A.4), we have

0 < Sl ≤ 1. (55)

Variational formulation is obtained by standard arguments. Taking test functions ϕ,ψ ∈
C1([0,T ],V ) where

V = {ϕ ∈ H1(Ω) : ϕ = 0 on ΓD}
we formulate the following theorem:

Theorem 1 Let (A.1)-(A.8) hold and assume (p0, p0
g)∈ L2(Ω)×L2(Ω), p0

g ≥ 0. Then there exist
functions p and pg satisfying

pl ∈ L2(QT ), p, pg ∈ L2(0,T ;V ),

Φ∂t(uSl +ρgSg), Φ∂tSl ∈ L2(0,T ;V ′),

such that: for all ϕ ∈ L2(0,T ;V )∫ T

0
〈Φ∂Sl

∂ t
,ϕ〉dt +

∫
QT

[
ωλ

ρl
K∇p−

ρgλg

ρl
K∇pg−ΦSl

1
ρl

û′(pg)D∇pg] ·∇ϕdxdt

+
∫

QT

SlFPϕdxdt =
∫

QT

FIϕdxdt +
∫

QT

ρlλlKg ·∇ϕdxdt;
(56)

for all ψ ∈ L2(0,T ;V )∫ T

0
〈Φ ∂

∂ t
(uSl +ρgSg) ,ψ〉dt

+
∫

QT

(
u
ρl

ωλK∇p+
ρstd

l ρgλg

ρl
K∇pg +ΦSl

ρstd
l
ρl

û′(pg)D∇pg

)
·∇ψdxdt

+
∫

QT

(uSl +ρgSg)FPψdxdt =
∫

QT

bhKg ·∇ψdxdt.

(57)

11



Furthermore, for all ψ ∈V the functions

t 7→
∫

Ω

ΦSlψdx, t 7→
∫

Ω

Φ((u−ρg)Sl +ρg)ψdx

are continuous in [0,T ] and the initial condition is satisfied in the following sense:(∫
Ω

ΦSlψdx
)
(0) =

∫
Ω

Φs0ψdx,

(∫
Ω

Φ(uSl +ρgSg)ψdx
)
(0) =

∫
Ω

Φ(û(p0
g)s0 + ρ̂g(p0

g)(1− s0))ψdx,

for all ψ ∈V , where s0 = p−1
c (Pc(p0, p0

g)).

The first step in proving correctness of the proposed model for two-phase compositional flow
is to show that the weak solution defined in Theorem 1 satisfies pg ≥ 0, if the initial and the
boundary conditions satisfy corresponding inequality.

Lemma 1 Let p and pg be given by Theorem 1. Then pg ≥ 0 a.e. in QT .

Lemma 1 can be proved by standard technique using test function ϕ = 1
2(min(û(pg),0))2 in (56)

and the function ψ = min(û(pg),0) in (57). The proof is omitted here since it will be given in
the discrete case in Lemma 6.

3.1 Energy estimate
In this section we develop basic a priori estimate that will serve to prove Theorem 1. Calcula-
tions in this section are formal and will be made rigorous by discretizations and regularizations
presented in next sections. Motivated by [19], we introduce the test functions

ϕ = pl−N(pg), ψ = M(pg),

where

M(pg) =
∫ p+g

0

1
ρ̂g(σ)

dσ , N(pg) =
∫ p+g

0

û(σ)

ρ̂g(σ)
dσ . (58)

The functions M and N are extended by zero for negative pressures.
We set

E (p, pg) = Sl (û(pg)M(pg)−N(pg))+Sg (ρ̂g(pg)M(pg)− pg)−
∫ Sl

0
pc(s)ds,

where the dependence of E on global pressure is given through Sl(p, pg).

Remark 3 From Lemma 6 in [19] we have for pg ≥ 0:

−Mpc ≤ E (p, pg)≤C(|pg|+1). (59)

12



Note that the test functions pl−N(pg) and M(pg) satisfy the following identity:

∂Sl

∂ t
(pl−N(pg))+

∂

∂ t
(uSl +ρgSg)M(pg) =

∂

∂ t
E (p, pg).

By using the functions M, N and E the following result can be proved.

Lemma 2 Let the assumptions (A.1)-(A.8) be fulfilled and let the initial conditions p0 and p0
g be

such that E (p0, p0
g) ∈ L1(Ω). Then there is a constant C such that each solution of (56), (57)

satisfies: ∫
QT

{
λl(Sl)|∇pl|2 +λg(Sl)|∇pg|2 + |∇u|2

}
≤C, (60)∫

QT

{
|∇p|2 + |∇pg|2 + |∇u|2

}
≤C, (61)∥∥∂t(Φ[uSl +ρgSg])

∥∥
L2(0,T ;H−1(Ω))

+‖∂t(ΦSl)‖L2(0,T ;H−1(Ω)) ≤C. (62)

We will prove Lemma 2 by proving it for a discretized and regularized problem in Subsec-
tion 4.2 and then inferring it by passing to the limit in regularization parameter.

4 Time discretization
In this subsection we introduce a discretization of the time derivative for the regularized system
in the following way: For each positive integer M we divide [0,T ] into M subintervals of equal
length δ t = T/M. We set tn = nδ t and Jn = (tn−1, tn] for 1 ≤ n ≤ M, and we denote the time
difference operator by

∂
δ tv(t) =

v(t +δ t)− v(t)
δ t

,

for any δ t > 0. Also, for any Hilbert space H we denote

lδ t(H ) = {v ∈ L∞(0,T ;H ) : v is constant in time on each subinterval Jn ⊂ [0,T ]}.

For vδ t ∈ lδ t(H ) we set vn = (vδ t)n = vδ t |Jn and, therefore, we can write

vδ t =
M

∑
n=1

vn
χ(tn−1,tn](t), vδ t(0) = v0.

To each function vδ t ∈ lδ t(H ) one can assign a piecewise linear in time function

ṽδ t =
M

∑
n=1

(
tn− t

δ t
vn−1 +

t− tn−1

δ t
vn
)

χ(tn−1,tn](t), ṽδ t(0) = v0. (63)

Then we have

∂t ṽδ t(t) =
M

∑
n=1

1
δ t

(vn− vn−1)χ(tn−1,tn)(t) = ∂
−δ tvδ t(t), for t 6= nδ t,n = 0,1, . . . ,N.

13



Finally, for any function f ∈ L1(0,T ;H ) we define f δ t ∈ lδ t(H ) by,

f δ t(t) =
1
δ t

∫
Jn

f (τ)dτ, t ∈ Jn.

As before, we will denote by

uδ t = û(pδ t
g ), ρ

δ t
l = ρ

std
l +uδ t , ρ

δ t
g = ρ̂g(pδ t

g ), Pδ t
c = Pc(pδ t , pδ t

g ), Sδ t
l = p−1

c (Pδ t
c ).

Using notation

ω
δ t = ω(pδ t , pδ t

g ), λ
δ t = λ (pδ t , pδ t

g ), λ
δ t
g = λg(Sδ t

l ), λ
δ t
l = λl(Sδ t

l ) (64)

the discrete system is defined as follows: for given p0, p0
g find pδ t ∈ lδ t(V ) and pδ t

g ∈ lδ t(V )
satisfying∫

QT

Φ∂
−δ t(Sδ t

l )ϕ dxdt +
∫

QT

[
ωδ tλ δ t

ρδ t
l

K∇pδ t−
ρδ t

g λ δ t
g

ρδ t
l

K∇pδ t
g −ΦSδ t

l
1

ρδ t
l

D∇uδ t ] ·∇ϕ dxdt

+
∫

QT

Sδ t
l Fδ t

P ϕ dxdt =
∫

QT

Fδ t
I ϕ dxdt +

∫
QT

ρ
δ t
l λ

δ t
l Kg ·∇ϕ dxdt (65)

for all ϕ ∈ lδ t(V );∫
QT

Φ∂
−δ t
(

uδ tSδ t
l +ρ

δ t
g (1−Sδ t

l )
)

ψ dxdt

+
∫

QT

(
uδ t

ρδ t
l

ω
δ t

λ
δ tK∇pδ t +

ρstd
l

ρδ t
l

ρ
δ t
g λ

δ t
g K∇pδ t

g +ΦSδ t
l

ρstd
l

ρδ t
l

D∇uδ t

)
·∇ψ dxdt

+
∫

QT

(uδ Sδ t
l +ρ

δ t
g Sδ t

g )Fδ t
P ψ dxdt (66)

=
∫

QT

(
ρ

δ t
l uδ t

λ
δ t
l +(ρδ t

g )2
λ

δ t
g

)
Kg ·∇ψdxdt

for all ψ ∈ lδ t(V ). For t ≤ 0 we set pδ t = p0, pδ t
g = p0

g.

Theorem 2 Assume (A.1)− (A.8), p0
g, p0 ∈ L2(Ω) and p0

g ≥ 0. Then for all δ t exist functions
pδ t , pδ t

g ∈ lδ t(V ) satisfying (65), (66), such that

pδ t
g ≥ 0 a.e. in QT .

4.1 Application of the Schauder’s fixed point theorem. Proof of Proposi-
tion 1. Proof of Theorem 2

The proof of Theorem 2 is based on the Schauder fixed point theorem. It is enough to prove that
for given pk−1, pk−1

g ∈V the problem (67)-(68) has a solution pk, pk
g.
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Let us fix 1≤ k ≤M. We need to establish the existence of functions pk, pk
g ∈V that satisfy

1
δ t

∫
Ω

Φ(Sk
l −Sk−1

l )ϕ dx+
∫

Ω

[
ωkλ k

ρk
l

K∇pk−
ρk

gλ k
g

ρk
l

K∇pk
g−ΦSk

l
1

ρk
l

D∇uk] ·∇ϕ dx

+
∫

Ω

Sk
l Fk

P ϕ dx =
∫

Ω

Fk
I ϕ dx+

∫
Ω

ρ
k
l λ

k
l Kg ·∇ϕ dx (67)

for all ϕ ∈V and
1
δ t

∫
Ω

Φ

((
ukSk

l +ρ
k
g(1−Sk

l )
)
−
(

uk−1Sk−1
l +ρ

k−1
g (1−Sk−1

l )
))

ψ dx

+
∫

Ω

(
uk

ρk
l

ω
k
λ

kK∇pk +
ρstd

l

ρk
l

ρ
k
gλ

k
gK∇pk

g +ΦSk
l
ρstd

l

ρk
l

D∇uk

)
·∇ψ dx

+
∫

Ω

(ukSk
l +ρ

k
gSk

g)F
k
P ψ dx =

∫
Ω

(
ρ

k
l uk

λ
k
l +(ρk

g)
2
λ

k
g

)
Kg ·∇ψdx (68)

for all ψ ∈V . Here, as always we use notation:

uk = û(pk
g), ρ

k
l = ρ

std
l +uk, ρ

k
g = ρ̂g(pk

g), Pk
c = Pc(pk, pk

g), Sk
l = p−1

c (Pk
c ).

and we denote:

ω
k = ω(pk, pk

g), λ
k = λ (pk, pk

g), λ
k
g = λg(Sk

l ), λ
k
l = λl(Sk

l ). (69)

From now on, in order to simplify the notation we will omit the superscript k, and will assume
k is being fixed. In order to apply Schauder’s fixed point theorem, we will add a regularization
of the system: we introduce a small parameter ε , and replace ρ̂g(pg), λl(Sl) and λg(Sl) by
ρ̂ε

g (pg) := ρ̂g(pg)+ ε, λ ε
l (Sl) := λl(Sl)+ ε and λ ε

g := λg(Sl)+ ε , respectively.
In order to simplify further notation we will denote function Sl by S in the rest of the section.

Let p∗ and p∗g be given functions from L2(Ω). We denote

P∗c = Pc(p∗, p∗g), S∗ = p−1
c (P∗c ), u∗ = û(p∗g), ρ

ε,∗
g = ρ̂

ε
g (p∗g), ρ

∗
l = ρ

std
l +u∗.

Let us rewrite previous equations, with regularized coefficients, in simplified notation: find
p, pg ∈V such that

1
δ t

∫
Ω

Φ(S−S∗)ϕ dx+
∫

Ω

[
ωλ

ρl
K∇p−

ρε
g λ ε

g

ρl
K∇pg−ΦS

1
ρl

D∇u] ·∇ϕ dx

+
∫

Ω

SFPϕ dx =
∫

Ω

FIϕ dx+
∫

Ω

ρlλlKg ·∇ϕ dx (70)

for all ϕ ∈V and
1
δ t

∫
Ω

Φ
((

uS+ρ
ε
g (1−S)

)
−
(
u∗S∗+ρ

ε,∗
g (1−S∗)

))
ψ dx

+
∫

Ω

(
u
ρl

ωλK∇p+
ρstd

l
ρl

ρ
ε
g λ

ε
g K∇pg +ΦS

ρstd
l
ρl

D∇u

)
·∇ψ dx

+
∫

Ω

(uS+ρ
ε
g (1−S))FPψ dx =

∫
Ω

(
ρluλl(S)+(ρε

g )
2
λg(S)

)
Kg ·∇ψdx (71)
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for all ψ ∈V .
By multiplying (70) with ρstd

l and summing it with (71) we get

1
δ t

∫
Ω

Φ((ρlS+ρ
ε
g (1−S))− (ρ∗l S∗+ρ

ε,∗
g (1−S∗)))ϕ dx+

∫
Ω

ωλK∇p ·∇ϕ dx

+
∫

Ω

(ρlS+ρ
ε
g (1−S))FPϕ dx (72)

=
∫

Ω

ρ
std
l FIϕ dx+

∫
Ω

(
ρ

2
l λl(S)+(ρε

g )
2
λg(S)

)
Kg ·∇ϕ dx.

Note that the unknowns p, pg in equations (70)–(72) depend on parameter ε . For simplicity
of notation, this dependancy will be omitted in writing until we pass to the limite as ε → 0 in
Subsection 4.2.

The system (71)-(72) is equivalent to the system (70)-(71). We will now consider the system
(71)-(72).

The existence of the solution (p, pg) for the system (71)–(72) will be proved by fixed point
theorem. This technique is common and is used in [1], [20] and similar papers. We will apply
the following formulation of the Schauder’s fixed point theorem.

Theorem 3 Let K be a nonempty, compact, convex subset of a Banach space X, and suppose
T : K 7→ K is a continuous operator. Then T has a fixed point.

The aim of this subsection is therefore to prove the following proposition by using Schauder’s
fixed point theorem.

Proposition 1 For given (p∗, p∗g) ∈ L2(Ω)×L2(Ω) there exist (p, pg) ∈ V ×V that solve (71)–
(72) .

Proof.
Let us define mapping T : L2(Ω)×L2(Ω)→ L2(Ω)×L2(Ω) by T (p, pg) = (p, pg), where

(p, pg) is a unique solution of linear system (73)–(74) below. In this system we use the following
notation:

S = p−1
c (Pc(p, pg)), u = û(pg), ρ

ε
g = ρ̂

ε
g (pg), ρ l = ρ

std
l +u;

ω = ω(p, pg), λ ε
l = λ

ε
l (S), λ ε

g = λ
ε
g (S).

Linearized variational problem that defines the mapping T is the following:

1
δ t

∫
Ω

Φ((ρ lS+ρ
ε
g(1−S))− (ρ∗l S∗+ρ

ε,∗
g (1−S∗)))ϕ dx+

∫
Ω

ωλK∇p ·∇ϕ dx

+
∫

Ω

(ρ lS+ρ
ε
g(1−S))FPϕ dx (73)

=
∫

Ω

FIϕ dx+
∫

Ω

(
ρl

2
λl +(ρε

g)
2
λg

)
Kg ·∇ϕ dx
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for all ϕ ∈V and

1
δ t

∫
Ω

Φ

((
uS+ρ

ε
g(1−S)

)
−
(
u∗S∗+ρ

ε,∗
g (1−S∗)

))
ψ dx

+
∫

Ω

(
u
ρ l

ωλK∇p+
ρstd

l
ρ l

ρ
ε
gλ ε

g K∇pg +ΦS
ρstd

l
ρ l

Dû′(pg)∇pg

)
·∇ψ dx

+
∫

Ω

(uS+ρ
ε
g(1−S))FPψ dx =

∫
Ω

(
ρ luλl +(ρε

g)
2
λg

)
Kg ·∇ψdx (74)

for all ψ ∈V .
Note that (73) is a linear elliptic equation for the function p, which can be written as

A1(p,ϕ) = f1(ϕ),

where

A1(p,ϕ) =
∫

Ω

ωλK∇p ·∇ϕ dx

and f1(ϕ) is given by remaining terms in equation (73) as follows:

f1(ϕ) =
∫

Ω

FIϕ dx+
∫

Ω

(
ρl

2
λl +(ρε

g)
2
λg

)
Kg ·∇ϕ dx−

∫
Ω

(ρ lS+(ρε
g)(1−S))FPϕ dx (75)

− 1
δ t

∫
Ω

Φ((ρ lS+ρ
ε
g(1−S))− (ρ∗l S∗+ρ

ε,∗
g (1−S∗)))ϕ dx.

A1 is obviously bilinear; it is bounded by using boundedness of ω and it is coercive. Using
boundedness of the densities ((A.6)); (A.3) and (A.7) one can easily prove:

| f1(ϕ)| ≤C‖ϕ‖V .

Let us note that the constant C, as well as other constants in this proof, depends on parameter ε .
Now, the equation (73) has a unique solution by the Lax–Milgram lemma. By setting ϕ = p

in (73) a straightforward estimate follows :

ωmλ∗km

∫
Ω

|∇p|2 dx≤C1(1+
1
δ t

)(‖Φ‖L2(Ω)+‖FI‖L2(Ω)+‖FP‖L2(Ω))‖p‖L2(Ω) (76)

+C2‖∇p‖L2(Ω),

where C1,C2 are constants. Therefore, by an application of the Poincaré inequality we have

‖p‖H1(Ω) ≤C, (77)

where C is independent of p, pg.
Now, since p is known, the equation(74) becomes a linear elliptic equation for the function

pg that can be written as
A2(pg,ψ) = f2(ψ),
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where

A2(pg,ψ) =
ρstd

l
ρ l

ρ
ε
g

(
λgK∇pg +ΦS

1
ρ

ε
g

Dû′(pg)∇pg·

)
∇ψ

and where linear functional f2(ψ) is given by the remaining terms in equation (74) as

f2(ψ) =
∫

Ω

(
ρ luλ ε

l +(ρε
g)

2
λ ε

g

)
Kg ·∇ψdx−

∫
Ω

(uS+ρ
ε
g(1−S))FPψ dx (78)

− 1
δ t

∫
Ω

Φ

((
uS+ρ

ε
g(1−S)

)
−
(
u∗S∗+ρ

ε,∗
g (1−S∗)

))
ψ dx+

∫
Ω

u
ρ l

ωλ εK∇p∇ψ.

We can obtain

A2(pg, pg)≥
ρstd

l

ρstd
l +umax

ε

(
krg(S)km

µg
+

ΦSD
ρM + ε

u0

)
∇pg ·∇pg.

By using a variant of Lemma 3 in [19] then it follows

A2(pg, pg)≥ εC3∇pg ·∇pg

so the form A2(pg,ψ) is coercive.
By using boundedness of the coefficients we can obtain:

| f2(ψ)| ≤C‖ψ‖V .

Lax–Milgram lemma now gives a unique solution pg ∈V of the equation (74). This ensures
that the map T is well defined on L2(Ω)×L2(Ω).

Furthermore, by setting ψ = pg in (74) a straightforward estimate follows for ε sufficiently
small, namely for ε < ρstd:

εC3

∫
Ω

|∇pg|2 dx≤C4(1+
1
δ t

)(‖Φ‖L2(Ω)+‖FI‖L2(Ω)+‖FP‖L2(Ω))‖pg‖L2(Ω) (79)

+C5‖∇pg‖L2(Ω),

where C4,C5 are constants. Therefore, by an application of the Poincaré inequality we have

‖pg‖H1(Ω) ≤C, (80)

where C is independent of p, pg.
From the estimates (77), (80) we conclude that the mapping T maps L2(Ω)× L2(Ω) to

a bounded set in H1(Ω)×H1(Ω) and therefore there is a ball K in L2(Ω)× L2(Ω) which T
maps to itself. K is nonempty, convex and compact. In order to apply the Schauder ’s theorem, it
remains to show the continuity of the map T . Let (pi, pi

g) be a sequence in L2(Ω)×L2(Ω) which
converges strongly to some (p, pg). We denote (pi, pi

g) = T (pi, pi
g). Since (pi, pi

g) ∈ K, and
H1(Ω)×H1(Ω) is relatively compact in L2(Ω)×L2(Ω), we conclude that, up to a subsequence,
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(pi, pi
g) converges to some (p, pg) strongly in L2(Ω)× L2(Ω), a. e. in L2(Ω)× L2(Ω) and

weakly in H1(Ω)×H1(Ω). One can pass to the limit in (73)-(74) using boundedness of the
coefficients and the Lebesgue theorem, giving (p, pg) = T (p, pg), which proves the continuity
of the mapping T since the limit (p, pg) is unique.

We conclude that all assumptions of the Schauder’s fixed point theorem are satisfied which
proves the Proposition 1, i. e. there is a solution of (71)–(72) (which depends on ε). In order to
prove the existence for the system (67)-(68), we need to pass to the limit as ε → 0 in (71)–(72)
(or in (70)–(71)).

4.2 Passage to the limit as ε → 0

Now we will denote the solution to (70)–(71) by pε , pε
g ∈ V . As before, we denote pε

l = pε
g−

Pc(pε , pε
g), uε = û(pε

g) and θ ε = β (Pc(pε , pε
g)). Let the test functions in system (70)–(71) be

ϕ = pε
l −Nε(pε

g) in (70), ψ = Mε(pε
g) in (71),

where

Mε(pε
g) =

∫ pε
g

0

1
ρ̂ε

g (σ)
dσ , Nε(pε

g) =
∫ pε

g

0

û(σ)

ρ̂ε
g (σ)

dσ . (81)

We also define

E ε(pε , pε
g) = Sε

l
(
û(pε

g)M
ε(pε

g)−Nε(pε
g)
)
+Sε

g
(
ρ̂

ε
g (pε

g)M
ε(pε

g)− pε
g
)
−
∫ Sε

l

0
pc(s)ds. (82)

The dependence of E ε on global pressure is given through Sε
l (pε , pε

g).

Remark 4 As earlier, we note that for pg ≥ 0:

−Mpc ≤ E ε(p, pg)≤C(|pg|+1).

Note that the test functions pε
l −N(pε

g) and M(pε
g) satisfy the following identity:

∂Sε
l

∂ t

(
pε

l −N(pε
g)
)
+

∂

∂ t

(
uεSε

l +ρgSε
g
)

M(pε
g) =

∂

∂ t
E ε(pε , pε

g).

Following lines of proof of Lemma 8 in [19], we can prove the following result.

Lemma 3 There is a constant C independent of δ t and ε such that each solution of (70), (71)
satisfies:

1
δ t

∫
Ω

Φ
(
E ε(pε , pε

g)−E ε(p∗, p∗g)
)

dx (83)

+
∫

Ω

(
λ

ε
l K∇pε

l ·∇pε
l +λ

ε
g K∇pε

g ·∇pε
g +∇uε ·∇uε

)
dx≤C.

19



By using (59) with p∗g ≥ 0, from (83) first we conclude that (uε)ε is uniformly bounded in
V . Due to (A.5), this implies that also (pε

g)ε is uniformly bounded in V . Next, since we have
bounds from below λ ε

l ≥ ε and λ ε
g ≥ ε , we also get that (

√
ε∇pε

l )ε and (
√

ε∇pε
g)ε are uniformly

bounded in L2(Ω). Then we employ the equality (51) to obtain from (83):

1
δ t

∫
Ω

Φ
(
E ε(pε , pε

g)−E ε(p∗, p∗g)
)

dx (84)

+
∫

Ω

(
λω2

ρl
K∇pε ·∇pε +

ρ̂ε
g

λ
K∇θ

ε ·∇θ
ε +

(
1−

ρ̂ε
g

ρl

)
λgK∇pε

g ·∇pε
g

)
dx≤C.

From (84) we conclude that the global pressure (pε)ε is uniformly bounded in V . Moreover,
from the bound ρε

g ≥ ε , we also obtain that (
√

ε∇θ ε)ε is uniformly bounded in L2(Ω).
Namely, it holds

Lemma 4 There is a constant C independent of δ t and ε such that each solution of (70), (71)
satisfies:∫

Ω

{
|
√

ε∇pε
l |

2 + |
√

ε∇pε
g|2 + |

√
ε∇θ

ε |2 + |∇pε |2 + |∇pε
g|2 + |∇uε |2

}
dx≤C. (85)

From the above estimates, uniform in ε , the following convergencies can be deducted:

Lemma 5 Let (pε , pε
g) be the solution to (67)-(68). There there exist functions p, pg ∈ L2(Ω)

such that on a subsequence as ε → 0 it holds:

pε → p weakly in V and a. e. in Ω; (86)
pε

g→ pg weakly in V and a. e. in Ω; (87)

Pc(pε , pε
g)→ Pc(p, pg) a. e. in Ω; (88)

Sε = p−1
c (Pc(pε , pε

g))→ S := p−1
c (Pc(p, pg)) a. e. in Ω; (89)

uε → u := û(pg) weakly in V and a. e. in Ω; (90)
ρ̂

ε
g (pε

g)→ ρg := ρ̂g(pg) a. e. in Ω; (91)

ρl(pε
g)→ ρl(pg) := ρ

std
l + û(pg) a. e. in Ω. (92)

Now we are able to pass to the limit as ε → 0 in system (70)–(71) by using the convergence
results of Lemma 5 and boundedness of the coefficients. In this way we have proved the existence
of a unique solution of the problem (67)-(68).

In order to complete the proof of Theorem 2 we need the following result.

Lemma 6 Let pk−1, pk−1
g ∈V, pk−1

g ≥ 0 for fixed k. Let (pk, pk
g) be a solution of (67)-(68). Then

pk
g ≥ 0 a.e. in Ω.

Proof. Let us put the test function ϕ = 1
2(min(uk,0))2 in (67) and the function ψ = min(uk,0)

in (68). We see that min(uk,0) ≤ 0 and moreover, min(uk,0) = 0 when pk
g ≥ 0. Therefore the
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integration in (67) and (68) is performed only in region where pk
g ≤ 0, and there, on the other

hand, we have ρ̂k
g = 0. We denote X = min(uk,0). By subtracting the liquid phase equation from

the gas phase equation we get

1
δ t

∫
Ω

Φ

(
X2Sk

l − (uk−1Sk−1
l +ρ

k−1
g (1−Sk−1

l ))X− (Sk−Sk−1)
X2

2

)
dx

+
∫

Ω

ΦSk
l D|∇X |2 dx+

∫
Ω

Sk
l Fk

P
X2

2
dx =−

∫
Ω

Fk
I

X2

2
dx.

It is easy to see that X = 0 which proves Lemma 6.
Now the existence of a unique solution of the problem (65)-(66) follows. This completes the

proof of Theorem 2.

5 Proof of Theorem 1
The goal of this Section is to prove the main result of the paper, Theorem 1. We will achieve this
by establishing estimates, uniform in δ t, of solutions to the discrete system (65)-(66), and then
passing to the limit as δ t→ 0 in this system.

5.1 Uniform estimates with respect to δ t

Note that the estimate (84) implies that each solution of (70), (71) satisfies

1
δ t

∫
Ω

Φ
(
E ε(pε , pε

g)−E ε(p∗, p∗g)
)

dx+
∫

Ω

(
|∇pε |2 +

ρ̂ε
g

λ
K∇θ

ε ·∇θ
ε + |∇pε

g|2 + |∇uε |2
)

dx≤C,

where a constant C is independent of δ t and ε . By using weak lower semicontinuity of norms, at
the limit as ε → 0 we further obtain for the same constant C (independent of δ t):

1
δ t

∫
Ω

Φ
(
E (p, pg)−E (p∗, p∗g)

)
dx+

∫
Ω

(
|∇p|2 + |

√
ρ̂g(pg)

λ
∇θ |2 + |∇pg|2 + |∇u|2

)
dx≤C.

Since this estimate holds for all time levels k, we write it for any fixed k, multiply by δ t and
sum over all time steps. This gives us that there is a constant C, independent of δ t, such that the
solutions (pδ t , pδ t

g ) of (65)-(66) satisfy

∫
Ω

{
|
√

ρ̂g(pg)

λ
∇θ

δ t |2 + |∇pδ t |2 + |∇pδ t
g |2 + |∇uδ t |2

}
dx≤C. (93)

For fixed k denote rk
g = û(pk

g)S
k
l + ρ̂(pk

g)(1−Sk
l ), and corresponding piecewise constant and

piecewise linear in time functions by rδ t
g and r̃δ t

g . From (93) we conclude that rδ t
g and r̃δ t

g are
uniformly bounded in L2(0,T ;H1(Ω)).
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5.2 Passage to the limit as δ t→ 0

Uniform in δ t estimates from the previous Subsection imply the following convergencies:

Lemma 7 Let (pδ t , pδ t
g ) be the solution of (65)-(66). There there exist functions p, pg ∈ L2(Ω)

such that on a subsequence as ε → 0 it holds:

pδ t → p weakly in L2(0,T ;V ); (94)

pδ t
g → pg weakly in L2(0,T ;V ) and a. e. in QT ; (95)

Sδ t → S strongly in L2(QT ) and a. e. in QT ; (96)

uδ t → u := û(pg) weakly in L2(0,T ;V ); (97)

rδ t
g → û(pg)S+ ρ̂g(pg)(1−S) strongly in L2(QT ) and a. e. in QT . (98)

Moreover, 0≤ S≤ 1 and

Φ∂t S̃δ t → φ∂tS weakly in L2(0,T ;H−1(Ω)); (99)

Φ∂t r̃g
δ t → φ∂t(û(pg)S+ ρ̂g(pg)(1−S)) weakly in L2(0,T ;H−1(Ω)). (100)

Lemma 7 with boundedness of nonlinear coefficients allows us to pass to the limit as δ t tends
to 0 in system (65)-(66). This completes proof of Theorem 1.
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