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Color constancy

• Ability of human visual 
system to perceive the 
intrinsic object color under a 
variety of lighting conditions

• Object color important 
feature of object

• Useful for object detection, 
object tracking
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Dataset

• Many large-scale datasets for color constancy
• Cube++[1], Intel-TAU[2], NUS-8[3]

• Problem with these dataset that they contain only one illuminant

• Datasets with two illuminants have a very small number of images
• Most of the images taken in laboratory conditions

• Largest dataset[4] contains 20 real world images
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Dataset

• Existing two-illuminant dataset too small for neural network training

• Created dataset contains over 100 real world images

• Sunlight and shadow represent the two illuminants

• Dataset created using the Canon EOS 550D
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Example images
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Illuminant extraction

• To extract the illuminant a SpyderCube 
is used.

• Each SpyderCube two grey faces and 
two white faces

• Illumination was extracted from a grey 
face
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Proposed model

• A model was created to accompany the new dataset

• Existing methods use image patches and the assumption that each 
patch has only one illuminant

• Proposed model uses entire image for illumination estimation

• Model based on FC4[5]
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Proposed model
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Results
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Model Mean Median Trimean Best 25% Worst 25%

Grey-World[6] 14.4 15.25 15.11 10.34 17.06

White-patch[7] 12.38 13.16 13.03 7.32 15.74

General Grey-World[8] 13.85 15.05 14.68 9.41 16.93 

1st order Grey-edge[8] 6.76 3.84 4.33 1.29 17.39

2nd order Grey-edge[8] 6.64 5.5 5.32 1.81 14.18

Proposed model 2.14 1.78 1.88 0.57 4.28



Conclusion

• Introduced a new color constancy dataset containing multiple 
illuminants in scenes

• Created a model that employs the entire image to extract image 
illumination when multiple illuminant are present in a scene

10/21/2021 Image Processing Laboratory, Faculty of Electrical Engineering and Computing, University of Zagreb 14



References
[1] - N. Banić, K. Košcević, and S. Lonačrić, “Unsupervised learning forcolor constancy,”arXiv 
preprint arXiv:1712.00436, 2017.

[2] - F. Laakom, J. Raitoharju, J. Nikkanen, A. Iosifidis, and M. Gabbouj,“Intel-tau: A color constancy dataset,”IEEE 
Access, vol. 9, pp. 39 560–39 567, 2021.

[3] - . Cheng, D. K. Prasad, and M. S. Brown, “Illuminant estimation forcolor constancy: why spatial-domain methods 
work and the role of thecolor distribution,”JOSA A, vol. 31, no. 5, pp. 1049–1058, 2014

[4] - Shida Beigpour et al. “Multi-illuminant estimation withconditional random fields”. In:IEEE Transactions onImage 
Processing23.1 (2013), pp. 83–96.

[5] - Yuanming Hu, Baoyuan Wang, and Stephen Lin. “Fc4:Fully convolutional color constancy with confidence-
weighted pooling”. In:Proceedings of the IEEE Con-ference on Computer Vision and Pattern Recognition.2017, pp. 
4085–4094.

[6] - Gershon Buchsbaum. “A spatial processor model forobject colour perception”. In:Journal of the 
Franklininstitute310.1 (1980), pp. 1–26.

[7] - Edwin H Land. “The retinex theory of color vision”.In:Scientific american237.6 (1977), pp. 108–129.[19] Stuart 
Lloyd. “Least squares quantization in PCM”. In:IEEE transactions on information theory28.2 (1982),pp. 129–137.

[8] - Joost Van De Weijer, Theo Gevers, and Arjan Gijsenij.“Edge-based color constancy”. In:IEEE Transactionson 
image processing16.9 (2007), pp. 2207–2214.

10/21/2021 Image Processing Laboratory, Faculty of Electrical Engineering and Computing, University of Zagreb 15


